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A Survey of Software Techniques for Using
Non-Volatile Memories for Storage

and Main Memory Systems
Sparsh Mittal, Member, IEEE, and Jeffrey S. Vetter, Senior Member, IEEE

Abstract—Non-volatile memory (NVM) devices, such as Flash, phase change RAM, spin transfer torque RAM, and resistive
RAM, offer several advantages and challenges when compared to conventional memory technologies, such as DRAM and
magnetic hard disk drives (HDDs). In this paper, we present a survey of software techniques that have been proposed to exploit
the advantages and mitigate the disadvantages of NVMs when used for designing memory systems, and, in particular, secondary
storage (e.g., solid state drive) and main memory. We classify these software techniques along several dimensions to highlight
their similarities and differences. Given that NVMs are growing in popularity, we believe that this survey will motivate further
research in the field of software technology for NVMs.

Index Terms—Review, classification, non-volatile memory (NVM) (NVRAM), flash memory, phase change RAM (PCM)
(PCRAM), spin transfer torque RAM (STT-RAM) (STT-MRAM), resistive RAM (ReRAM) (RRAM), storage class memory (SCM),
Solid State Drive (SSD) .

F

1 INTRODUCTION

FOR all computing systems ranging from hand-held
embedded systems to massive supercomputers,

memory systems play the primary role in determining
their power consumption, reliability, and, unques-
tionably, application performance. The ever-increasing
data-intensive nature of state-of-the-art applications
demands significantly higher performance within the
constraints of power and cost, beyond what conven-
tional memory technologies can provide. For example,
more than 100 hours of video and 250K photos are
uploaded every minute to YouTube [5] and Facebook
[3], respectively. Similarly, it is expected that future
extreme-scale systems will deal with several exabytes
of data; using hard disk to support checkpoint/restart
in these systems can degrade their performance by
more than 50% [36]. Further, these systems will re-
quire at least 100 petabytes of main memory, which, if
designed with today’s DDR3 DRAM, would consume
52MW power, which is far more than the 20MW
power budget mandated for the entire system [43, 84,
120].

These requirements have motivated the researchers
to explore novel memory technologies. Non-volatile
memory (NVM) devices, such as Flash, phase change
memory (PCM), spin transfer torque RAM (STT-
RAM), and resistive RAM (ReRAM) can provide
many benefits over existing devices for designing
different components of the memory hierarchy, from

• The authors are with the Future Technologies Group at Oak Ridge
National Laboratory, Oak Ridge, Tennessee, USA 37830.
E-mail: {mittals,vetter}@ornl.gov

caches to main memory to secondary storage. The
potential benefits of these NVMs stem from their
projected physical properties that may allow them
to both consume very low power and provide much
higher density than projected traditional technologies.
For example, the size of a typical SRAM cell is in the
range of 125–200F 2, while that of a PCM and Flash
cell is in the range of 4–12F 2 and 4–6F 2, respectively,
where F denotes the smallest lithographic dimension
in a given technology node [36, 86]. Due to their
features, NVMs are increasingly being deployed in
products. For example, Intel TurboMemory uses a
small amount of Flash memory as a cache to buffer
disk data [26]. Similarly, many large-scale enterprises
are using Flash in their data centers [2] and supercom-
puters [1, 110]. In fact, it has been recently announced
that Department of Energy’s next-generation super-
computer, named Summit, will have 800GB of NVM
in each of its 3400 nodes; this NVM can be configured
as either a burst buffer or as extended memory [4].

On the other hand, these NVMs also have some
limitations. For example, their write endurance is
several orders of magnitude lower than conventional
memories, and write operations typically have high
latency and energy costs. It is clear that until inno-
vations to offset these limitations are demonstrated
at device and architecture level, the community will
need software and system-level techniques to inte-
grate NVM technologies in future memory systems.

Contributions: In this paper, we present a survey
of software and system-level techniques that have
been proposed to exploit the advantages and mitigate
the disadvantages of NVMs when used in the memory
hierarchy, and, in particular, secondary storage (e.g.,
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solid state drive) and main memory. We classify these
software techniques along several dimensions to high-
light their similarities and differences. We also discuss
those papers which compare or combine multiple
non-volatile or conventional memory technologies.

Terminology and Scope: Following other re-
searchers (e.g. [121]), we use SCM to refer to byte-
addressable non-volatile memories such as STT-RAM,
PCM and ReRAM and use NVM to refer to all the
SCMs and Flash. We discuss techniques proposed
for both single-level cell (SLC) and multi-level cell
(MLC) memories. Unless otherwise mentioned, Flash
refers to the NAND Flash and not the NOR Flash,
and SSD refers to Flash-based SSD and not PCM-
based SSD. Also, some techniques proposed for other
memory technologies (e.g. HDDs or DRAM) may also
be applied to NVMs, however, we include only those
techniques which have been proposed in context of
NVMs. Since different techniques have been evalu-
ated in different contexts, we only present their main
idea and do not show the quantitative results.

A few previous papers focus on the device-level
properties of Flash memory [97] or review use of
SCMs for cache and main memory [83, 86]. By com-
parison, this paper surveys system- and software-level
techniques proposed for all NVMs for addressing
several important aspects, such as design of persistent
memory systems, lifetime enhancement, reliability,
cost efficiency, energy efficiency, design of hybrid
memory systems etc. We classify the techniques based
on several key features/characteristics to highlight
their similarities and differences. By providing a syn-
thetic overview of existing frontiers of NVM manage-
ment techniques, we aim to provide clear directions
for future research in this area. This survey paper is
expected to be useful for researchers, OS designers,
computer architects and others.

The rest of the paper is organized as follows. Section
2 presents a background on the characteristics and
limitations of NVMs. Section 3 classifies the research
projects on NVMs based on several parameters and
then discusses a few of them. Section 4 discusses re-
search projects which study integration or comparison
of multiple memory technologies. Finally, Section 5
presents the conclusion and future challenges.

2 A BRIEF OVERVIEW OF MEMORY TECH-
NOLOGIES

In this section, we briefly summarize the properties
and challenges of different memory technologies. For
sake of comparison we also discuss conventional
memory technologies such as HDD (hard disk drive)
and DRAM. Table 1 presents the device level prop-
erties of different memory technologies. Note that
these values should be taken as representatives only
since ongoing research may lead to changes in these

parameters. For more details on the device-level prop-
erties of memory technologies, we refer the reader to
previous works [6, 25, 36, 65, 86, 100, 106].

In Table 1, access granularity refers to the minimum
amount of data that are read/written in each access
and endurance refers to the number of writes a mem-
ory block can withstand before it becomes unreliable.
The property common to all NVMs is that their write
latency/energy are significantly higher than that of
read latency/energy. Also, under normal conditions,
they retain data for several years without the need of
any standby power. The specific properties of different
NVMs are discussed below.

2.1 Flash
Flash memory has three types of operations, namely
read, program (write), and erase. A write operation
can only change the bits from 1 to 0, and hence, the
only way to change a bit in a page from 0 to 1 is to
erase the block that contains the page which sets all
bits in the block to 1. Since erase operations are signif-
icantly slower than the write operations, Flash SSDs
use Flash translation layer (FTL) [46] which helps
in ‘hiding’ the erase operations and thus exposing
only read/write operations to the upper layers. FTL
maintains a mapping table of virtual addresses from
upper layers to physical addresses on the Flash and
uses this to perform wear-leveling.

The pages in Flash are classified as valid, invalid
(containing dead data) and free (available for storing
new data). To hide the latency of erase operations,
FTL performs out-of-place writes whereby it writes
to a free page and invalidates the previous location of
the page and udpates the mapping. Read and write
operations are done at page granularity, while erase
operation is done at block granularity. Typically, the
size of a page and a block are 4KB and 256KB, re-
spectively. FTLs also perform garbage collection (GC),
whereby invalid pages are reclaimed by erasing the
blocks and relocating any valid pages within them to
new locations (if required). Clearly, given the crucial
impact of FTL on the performance of Flash SSDs and
presence of large number of factors involved in its
design (e.g. GC policies, page v/s block mapping, size
and storage location of its mapping table etc.), FTL
requires discussion of its own and hence, we refer the
reader to previous works for more details [23, 46].

The cell-size of Flash is 4-6F 2, while that of SRAM
is 120-200F 2 [86]. Clearly, due to its high density and
latency and low write endurance, Flash is generally
suitable for use as a storage device or a caching layer
between DRAM and HDD. Flash is a mature NVM
technology and is being developed and deployed by
several commercial manufacturers [2].

Compared to the rotating media (viz. HDD), Flash
is based on semiconductor chips which leads to com-
pact size, low power consumption and better perfor-
mance for random data accesses. Also, SSDs have no
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TABLE 1: Approximate device-level properties of memory technologies (lat. = latency) [30, 36, 86]
Cell size Access Granularity Read Lat. Write Lat. Erase Lat. Endurance Standby Power

HDD N/A 512B 5ms 5ms N/A > 1015 1W
SLC Flash 4-6F 2 4KB 25µs 500µs 2ms 104 − 105 0

DRAM 6-10F 2 64B 50ns 50ns N/A > 1015 Refresh power
PCM 4-12F2 64B 50ns 500ns N/A 108 − 109 0

STT-RAM 6-50F 2 64B 10ns 50ns N/A > 1015 0
ReRAM 4-10F 2 64B 10ns 50ns N/A 1011 0

moving parts, no mechanical wearout, and are resis-
tant to heat and shock. However, the relative perfor-
mance advantage of SSD over HDD highly depends
on the workload characteristics. For example, it has
been shown that for many write-intensive scientific
workloads, SSDs may provide only marginal gain
over HDDs [70]. Also, due to its higher-cost, SSD can-
not completely replace HDD [90]. Thus, the research
challenges for Flash which need to be addressed at
system level include lifetime enhancement by mini-
mizing the number of write/erase operations, wear-
leveling, managing faulty blocks, and performance
improvement by retention relaxation and design of
hybrid memory systems.

2.2 PCM, STT-RAM and ReRAM

The most important feature of these three mem-
ory technologies (referred to as SCMs) which distin-
guishes them from Flash, is that that they are byte-
addressable. Computer systems have traditionally
used DRAM as a volatile memory and HDD and Flash
as persistent storage. The difference in their latencies
has, however, led to large differences in their inter-
faces [19, 82]. These SCMs offer the promise of storage
capacity and endurance similar to or better than Flash
while providing latencies comparable to DRAM. For
these reasons, the SCMs hold the promise of being
used as universal memory technologies. Although,
compared to Flash and DRAM, the SCMs are less
mature, yet significant amount of research has been
done in recent years for developing and utilizing them
[86], for example, a 16Gb ReRAM prototype has been
recently demonstrated [38] which features an 8-bank
concurrent DRAM-like core architecture and 1GB/s
DDR interface. The system-level techniques proposed
for these memories address several key research chal-
lenges such as integrating them in memory/storage
hierarchy to design persistent memory systems and
complement conventional memory technologies, and
enhancing lifetime, reliability and performance etc.

Sections 3 and 4 discuss the techniques proposed
for addressing these issues.

3 NVM MANAGEMENT TECHNIQUES

Table 2 classifies the research projects based on the
NVM used and the level of memory hierarchy at
which the NVM is used. Many studies involving
secondary storage require long execution time and/or

modeling of operating system (OS) operations, which
is not provided by the typical user-space simulators.
The simulators may also use simplistic models and
thus, miss crucial real-world details. On the other
hand, real hardware platforms do not provide ex-
perimentation flexibility like that of a simulator and
given the emerging nature of SCMs, real hardware
platforms with SCM-based storage are also generally
unavailable. This presents a challenge in the study of
NVMs and makes the choice of a suitable evaluation
platform crucially important. For this reason, Table
2 further classifies the techniques based on whether
they have been evaluated using a simulator or real
hardware (e.g. a CPU or an FPGA) to help the readers
gain insight.

Table 2 also classifies the techniques based on their
optimization objectives and the essential approach.
We now discuss some of these techniques in bottom-
to-top order of abstraction levels across the software
stack, beginning with architecture, firmware, middle-
ware (I/O, operating system etc.) up to programming
models/APIs (application programming interfaces),
although note that several of these techniques span
across these ‘boundaries’.

3.1 Write/erase overhead minimization
NVMs in general have low write-endurance and due
to write-variation introduced by workloads, a few
blocks may receive much higher number of writes
than the remaining blocks. This issue can be ad-
dressed by both minimizing the writes/erasures and
uniformly distributing them over all the blocks (called
wear-leveling). We now discuss the techniques based
on these approaches.

Huang et al. [48] propose a technique to reduce
write-traffic to SSDs, which also increases their life-
time. Their technique employs delta-encoding for se-
mantic blocks and deduplication to data blocks. For
every block write request, it decides whether it is se-
mantic or data block. For data block write, it computes
MD5 digest to determine whether it is a duplicate
block write. For duplicate blocks, their technique re-
turns existing block number in the found hash entry
and thus avoids the need of allocating hash table
memory. If it is a semantic block (which include super-
blocks, group descriptors, data block bitmap etc.),
their technique calculates the content delta relative
to its original content, and then appends the delta
to a delta-logging region. Since semantic blocks are
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TABLE 2: A classification of techniques
Classification References

Non-volatile memory used
Flash [6, 8, 11, 13–19, 22–28, 31, 34, 35, 40, 44–

48, 51, 53, 54, 58–60, 62–64, 68–71, 73–75,
77, 78, 80, 81, 89–92, 94–96, 98, 101, 102,
104–106, 108, 110, 112–118, 122–127, 129–
131, 133–135, 137, 139]

PCM [7, 9, 10, 12, 19–21, 29, 30, 32, 33, 36, 37,
39–42, 49, 50, 52, 55, 56, 60, 67, 72, 76, 79,
80, 82, 87, 88, 99, 102, 103, 105, 107, 109,
111, 112, 117, 119, 121, 132, 136]

STT-RAM [12, 19, 32, 61, 72, 82, 88, 99, 107, 121, 138]
ReRAM [12, 21, 37, 82, 88, 119, 121, 132]

Level in memory hierarchy where NVM is used
Secondary storage
(and its cache etc.)

[6–9, 13, 15, 17, 18, 23–26, 35, 40, 42, 45–49,
51, 52, 54, 58–60, 62–64, 68–71, 73–77, 90,
92, 96, 98, 101, 105, 106, 108, 112, 113, 115–
117, 123–127, 129, 131, 134, 135, 137, 139]

Main memory [10, 29, 30, 32, 33, 41, 50, 52, 56, 61, 72,
76, 87–89, 102, 103, 105, 107, 109, 111, 114,
121, 136, 138]

On-chip cache [107, 138]
Evaluation platform

Simulator [6, 9, 10, 13, 17, 18, 22, 23, 28, 29, 31–33,
35–37, 42, 46, 47, 50, 51, 55, 58–60, 62, 68,
70–72, 75, 76, 78, 82, 87, 91, 92, 94, 101–
105, 107–109, 111–117, 123–127, 129, 131,
134, 138, 139]

Real hardware [11, 12, 14, 15, 19–21, 25, 26, 31–34, 40, 41,
44, 48, 52, 56, 57, 59–61, 67, 70, 74, 82, 88,
89, 96, 98, 99, 104, 118, 119, 121, 122, 125,
132, 133, 135, 137, 139]

Study/optimization approach/objective
Performance
improvement

[6–8, 11–13, 19–21, 25, 26, 31–33, 35, 36,
40, 44, 46–48, 52, 54, 56–64, 67–70, 74, 75,
78, 79, 90, 92, 94–96, 98, 101–103, 105, 108,
110, 112, 113, 115–119, 121, 122, 126, 129,
131, 133–135, 137–139]

Energy efficiency [10, 31, 39, 40, 44, 58, 72, 90, 94, 95, 102,
103, 115, 117, 138]

Lifetime
improvement

[6, 11, 14, 15, 17, 18, 23, 24, 28, 29, 39, 41,
44, 48–52, 54, 58, 62, 69, 71, 73, 74, 77, 79,
80, 88, 94, 102, 105, 109, 111–114, 116, 117,
123–126, 134–136]

Wear-leveling [6, 7, 14, 22–24, 49, 51, 58, 73, 79, 87, 102,
109, 117, 123–125, 127]

Write/erase
overhead
minimization

[9, 10, 39, 48, 58, 59, 71, 74, 87, 101, 102,
105, 112, 114, 116, 126, 134, 135, 138]

Salvaging faulty
blocks and
scrubbing

[10, 17, 29, 41, 50, 80, 92, 105, 111, 123, 136]

NVM retention re-
laxation

[76, 78, 92, 113, 131]

Persistency and
consistency

[21, 32, 37, 55, 61, 76, 89, 99, 104, 107, 108,
121, 121, 128, 138]

Checkpointing, re-
liability and error-
correction

[9, 10, 12–18, 33, 36, 41, 47, 50, 56, 58, 75,
77, 78, 94, 104, 105, 107–109, 111, 113, 127,
139]

Data-value depen-
dent optimization

[80, 94]

Cost efficiency [8, 60, 62, 90, 98, 101, 106]

visited much more frequently than data blocks, with
each update bringing very minimal changes; their
technique reduces the number of writes.

Papirla et al. [94] note that the write latency and
energy in a Flash memory is data-dependent, for ex-
ample, in a 4-level Flash, writing ‘01’ and ‘10’ patterns
incurs higher latency and energy than writing ‘00’ and
‘11’ patterns. They propose a data-encoding technique
to reduce the number of ‘01’ and ‘10’ patterns that

are written in memory. Also, their technique does
not harm the error performance of the application.
Further, in a 4-level NOR Flash memory, ‘11’ state is
called erase state since it does not require program-
ming the memory cell while the remaining states are
called programmed state. By reducing the ‘01’ and
‘10’ patterns, their technique reduces the number of
programming cycles which improves the lifetime of
Flash memory.

Grupp et al. [44] use WOM (write-once memory)
coding scheme to increase the lifetime of Flash mem-
ory and also save energy. By using extra bits, WOM
code allows multiple logical value to be written even
if physical bits can transition only once. By virtue
of this, WOM code allows writing data to a block
twice before erasing it, which reduces the number of
erasures required.

In embedded systems, Flash can be used as main
memory, however, its large data access granularity
(e.g. 4KB v/s 64B used in cache) and small endurance
present challenges. Shi et al. [114] present a technique
to reduce the number of writes on Flash main mem-
ory to improve its lifetime and also bridge the gap
between access granularities. They observe that due to
data locality, the data accessed in consecutive writes
come from a limited number of pages. Based on this,
they use victim cache, along with a write-buffer to
perform write-coalescing, since for multiple last level
cache write-back operations, only a single (or few)
write takes place to Flash main memory.

Qureshi et al. [103] note that only the SET operation
in PCM writes is slow while the RESET operation is
nearly as fast as the reads. Hence, by proactively per-
forming SET for all bits much before the anticipated
write, the time consumed in write can be reduced
which also leads to saving of energy. Based on this,
their technique initiates SET operation as soon as the
line becomes dirty in the cache.

3.2 Wear-leveling

Chang et al. [24] propose a static wear-leveling al-
gorithm. In their algorithm, the blocks are divided
into sets and each set is associated to a bit in the
Block Erasing Table (BET). Initially, all bits in the
BET are ’0’. If a member of a set is erased within
the interval, its associated bit is transitioned to 1.
The total number of erasures in any interval is also
recorded. If the ratio of the number of erasures over
the number of 1s in the BET reaches a predefined
threshold, a set whose corresponding bit is still 0 is
randomly selected. Afterwards, all valid data in this
set are moved to a free block set, and the former set
is erased for future use.

Wang et al. [125] observe that since OS has the
knowledge about files at a higher level of abstraction
(e.g. the file type data belong to, the applications that
are using them etc.), this information can be used to
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provide hints to lower-level FTL. The FTL uses these
hints to deduce the update frequency and recency
of files and thus performs better wear-leveling, since
block allocation is done in a manner that young blocks
are allocated to hot data and old blocks are allocated
to cold data.

Chang et al. [23] present a wear-leveling algorithm
which aims to reduce the wear of elder (i.e. a block
with high erase count) blocks. Their technique tracks
the erase recency of blocks and whenever the erase
recency of an elder block becomes higher than the
average by a pre-determined threshold, the logical
blocks with a low update recency are remapped to
these elder blocks. The algorithm dynamically tunes
the threshold to strike a balance between the benefit
and cost of wear-leveling.

Wang et al. [124] propose observation wear-leveling
(OWL), which aims to proactively avoid the uneven-
ness of erasures through monitoring temporal locality
and block utilization. Their technique uses a table
named the Block Access Table (BAT), in which a block
is a logical block (and not a Flash block). The BAT
stores access frequencies of logical blocks that have
been recently rewritten. Using BAT, the OWL algo-
rithm ranks data of logical blocks, and allocates Flash
blocks accordingly. The ranking is used to predict a
logical block’s relative access frequency in the near
future. In this way, OWL puts data into suitable blocks
in a proactive way to achieve wear-leveling.

Jeong et al. [51] show that by slowly erasing a
Flash block with lower erase voltage, the endurance
of Flash can be improved. Based on this, they provi-
sion multiple write and erase modes with different
operation voltages and speeds to extend the life-
time of Flash memory with minimal effect on the
application throughput. At software level, garbage
collector and wear-leveler are modified to utilize these
write/erase modes. For example, instead of using the
same endurance for all the blocks (as in a baseline
Flash), their wear-leveler uses the effective endurance
(as enabled by their lifetime extension approach) to
evenly distribute the effective wearing among Flash
blocks.

Im et al. [49] present a wear-leveling technique
for PCM-based storage. Their technique counts the
write-counts on PCM pages and if a logical page is
frequently updated, their technique allocates larger
number of physical pages to it to balance the writes
on all pages. Thus, the logical pages have a different
number of physical pages allocated to them based on
the update frequency. They have also shown that their
technique keeps the number of additional writes due
to wear-leveling small.

3.3 Salvaging faulty blocks and tolerating failures

The ‘raw lifetime’ of a memory system is decided
by the first failure of a block. This lifetime can be

significantly enhanced by tolerating the failure of a
few blocks and/or salvaging faulty blocks. Several
techniques have been proposed for this and we now
discuss a few of them.

Liu et al. [77] present fault-tolerance based tech-
niques to improve the lifetime of Flash-based SSD
caches. Since the erroneous data in write-through SSD
caches can be recovered by accessing the HDD, one
of their technique converts the uncorrectable errors
into cache misses that bring in valid data from HDD.
Another technique utilizes a fraction of SSD cache
capacity to increase the ECC (Error-correcting code)
strength when Flash reaches wearout thresholds, thus
the SSD cache continues operating with reduced ca-
pacity.

Cai et al. [17] present a technique to improve the
Flash lifetime by reducing the raw bit error rate, even
when Flash memory has endured high P/E cycles
far beyond its nominal endurance. Their technique
periodically reads each page in Flash memory, corrects
its errors using simple ECC, and either remaps the
page to a different location or re-programs it in its
original location, before the page accumulates more
errors than can be corrected with simple ECC. Thus,
the lifetime of Flash memory is improved by address-
ing retention errors which form the most dominant
type of errors in Flash memory [15, 16].

Wang et al. [123] propose a method to salvage bad
blocks in Flash to extend its lifetime. Their method
works on observation that many pages in a bad block
may still be healthy and hence, discarding a block
on failure of a few pages leads to wastage and small
lifetime. Their method combines the healthy pages of
a set of bad blocks together to form a smaller set of
virtually healthy blocks which can be used to store
cold data.

Maddah et al. [80] present a physical block sparing
scheme that delays the retirement of a faulty block
when the Flash or PCM memory exhibits failure due
to write-endurance limitation. On reaching its write-
endurance limit, a PCM or Flash block shows “stuck-
at” fault, which means that it gets stuck at either 0
or 1, and can still be read but not reprogrammed
[16]. Thus, the occurrence of errors becomes data
dependent; an error manifests only when a different
bit value is written to a faulty cell than what it is stuck
at. Based on this, on an unsuccessful write to a block,
their scheme does not immediately retire a block.
Instead, a spare block is temporarily borrowed from
the spare pool of blocks. Later on, write operation is
again attempted on the original (faulty) block which
is likely to succeed if the data are same as the existing
data on the block. In such a case, the spare block
borrowed above is returned to the pool. When the
faulty block shows failures more than a threshold, it
is finally classified as bad and retired. In effect, for
the same lifetime improvement, their scheme reduces
the requirement of spare blocks or achieves higher
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lifetime for the same spare pool capacity.
Yoon et al. [136] present a fine-grained remapping

technique to protect NVM against errors. Conven-
tionally, when a block accumulates more wear-out
failures than can be corrected, it gets disabled and
remapped. Their technique utilizes the still-functional
cells of worn-out memory blocks to store the redi-
rection address using heavily redundant code. The
spare area is created dynamically by the OS within the
main memory. When a remapped block itself fails, it
will be remapped further, which may create chained
remapping. To avoid this, their technique writes the
final address to the original failed block. The benefit of
their fine-grained remapping technique is that failure
of a 64B block does not lead to remapping or disabling
of an entire 4KB page.

Gao et al. [41] present a hardware-software coop-
erative approach to tolerate failures in NVM main
memory. Their approach makes error handling trans-
parent to the application by using the memory ab-
straction offered by garbage-collected managed lan-
guages such as Java, C#, JavaScript etc. The runtime
ensures that memory allocations never use the failed
lines and moves data when the memory lines fail
during program execution. Conventional hardware-
only schemes which use wear-leveling, delay a single
failure, however, their limitation is that due to wear-
leveling, after a large number of writes, failures hap-
pen uniformly throughout the memory which causes
fragmentation. By contrast, their technique uses a
low-cost “failure clustering hardware” which logically
remaps failed lines to top or bottom edge of the region
to maximize the contiguous space available for object
allocation. On the first failure, this hardware also
installs a pointer to the boundary between normal and
failed lines. Thus, their technique reduces fragmenta-
tion and improves performance under failures.

Zhao et al. [139] note that the raw BER of Flash
memory varies dramatically under different P/E cy-
cles with different retention time. Hence, the ECC
used to ensure reliability over-protects the Flash
memory, since most pages show better-than-worst-
case reliability. To utilize the residual error-correction
strength, they propose error-prone over-clocking of
Flash memory chip I/O links which translates into
higher performance, and the ECC becomes respon-
sible for the errors caused by both Flash memory
storage and controller-Flash data transfer. Based on
the study of over-clocking on data read path vs.
over-clocking on data write path, they show that the
former is much more effective and favorable than the
latter. This is because, the over-clocking on write-path
can lead to permanent data storage errors, while the
impact of over-clocking on read-path can be more
easily tolerated.

Ipek et al. [50] present a method to allow graceful
degradation of PCM capacity on occurrence of hard
failures. Their technique works by replicating a single

physical page over two faulty PCM pages, as long
as there is no byte position that is faulty in both
pages. Using this, every byte of physical memory
can be served by at least one of the two replicas.
Since even in pages with hundreds of bit failures, the
probability of finding such a pair of pages is high,
their technique leads to large improvement in lifetime
of PCM memory over conventional error-detection
techniques.

Sampson et al. [105] present techniques which
trade-off data accuracy for gaining performance, life-
time and density in NVMs for applications which can
tolerate data inaccuracies. Their first technique allows
errors in MLC memories by reducing the number
of programming pulses used to write them, which
provides higher performance and density. The sec-
ond technique uses the blocks that have exhausted
their hardware error correction resources to store ap-
proximate data which increases the memory lifetime.
Further, to reduce the effect of failed bits on overall
result, correction of higher-order bits is prioritized.

Several multimedia and graphics applications can
tolerate minor errors since these errors are not per-
ceived by human end-users [84, 93]. Fang et al. [39]
leverage this property to reduce the write-traffic to
PCM. In their technique, if the originally stored data
are very close to the new data to be written, the write
operation is canceled and originally stored data are
taken as the new data. This also reduces the energy
consumption of the memory.

3.4 Retention Relaxation
Flash memory allows trading-off the retention period
with write speed and P/E (program/erase) cycles. For
example, the Flash memory can be programmed faster
but with shorter retention time guarantee and thus,
the write-operations can be made faster. This prop-
erty also applies to other NVMs. Several techniques
utilize this property for optimization of NVM memory
systems. We now discuss a few of them.

Pan et al. [92] present an approach to relax the
retention period of Flash for improving P/E cycling
endurance and/or programming speed. To avoid los-
ing data at small retention periods, data refresh op-
erations are used. Further, to minimize the impact
of refresh operations on normal I/O requests, they
propose a scheduling strategy which performs several
optimizations, such as giving higher priority to I/O
requests, preferring issue of refresh operations when
the SSD is idle, etc.

Shi et al. [113] present a technique to improve the
endurance and write-performance of Flash memory.
Based on the error model of Flash, their technique
applies different optimizations at different stages of
Flash lifetime. In the first (i.e. early lifetime) stage,
the retention time and P/E cycles are traded-off
to optimize performance by maximizing the write-
speed. In the second (i.e. middle lifetime) stage, the
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write operations are differentiated into hot writes
and cold writes and the hot writes are speeded up
while the cold writes are slowed down to improve
performance with little effect on endurance. In the last
stage, the write speeds are slowed down to extend
the endurance. They also propose a smart refresh
approach which refreshes only the data approaching
the retention time.

Liu et al. [78] analyze different datacenter work-
loads and observe that for most workloads, the data
are frequently updated and hence, they require only
few days of retention. This is much shorter than the
retention time typically specified for NAND Flash.
This gap in retention time can be exploited to optimize
the operation of SSD. Also, with retention relaxation,
fewer retention errors need to be tolerated and hence,
ECC of lower complexity can be used to protect data
which reduces the ECC overhead [85].

Huang et al. [47] present a technique to improve the
performance of a Flash-based SSD. Their technique
selectively replaces ECC with EDC (error detection
code) based on the consistency and reliability require-
ments of the pages. Specifically, when writing fresh
data which have no backup in the next storage layer,
their technique uses ECC, otherwise it uses EDC.
Since the decoding latency of EDC is much smaller,
read access to EDC-protected pages is speeded up,
which improves the performance. On data corruption,
a page is accessed from lower storage layer, thus the
reliability is not sacrificed.

Wu et al. [131] present a technique to reduce
the response time of SSD. Their technique monitors
the write-intensity of the workload, and when the
write request queue contains several overlapped write
transactions, it increases the memory programming
speed at the cost of shorter data retention time. Later
on when the write intensity again becomes low, the
short-lifetime data are rewritten to ensure data in-
tegrity. They also develop a scheduling solution to
implement their write strategy.

3.5 Flash I/O scheduling
Wu et al. [129] note that in Flash memory, once a
program/erase operation is issued to the Flash chip,
the subsequent read operations have to wait till the
slow program/erase operation is completed. They
propose different strategies to suspend the on-going
program and erase operations to service pending
reads and resume the suspended operation later on.
During a program operation, the page buffer contains
the data to be written, which may be lost when a
read request arrives. To address this, they provision a
shadow buffer where the contents of page buffer are
stored during suspension. After completion of read
operation, it reloads the page buffer with the original
data.

In Flash based disk cache, out-of-place writes in-
crease the overhead of garbage collection and also

degrade the performance of Flash. To address this,
Kgil et al. [58] propose splitting the Flash based disk
cache into separate read and write regions (e.g. 90%
read region and 10% write region). Read critical Flash
blocks are located in the read region that may only
evict Flash blocks and pages on read misses. The
write region captures all the writes to the Flash and
performs out-of-place writes. Wear-leveling is applied
globally to all the regions. Partitioning of Flash into
read/write region reduces the number of blocks that
need to be considered for garbage collection, which
significantly reduces the number of read, write and
erase operations.

Lee et al. [68] propose a semi-preemptive garbage
collection scheme to improve the performance of
garbage collection in Flash memory. The moving oper-
ation of a valid page involves page read, data transfer,
page write and meta data update. If the origin and
destination blocks are in the same plane, the data-
transfer operation can be replaced by copy-back op-
erations. Based on this, their scheme decides possible
preemption points and allows preemption only on
those points to minimize the preemption overhead,
hence the name semi-preemptive. Preemption allows
servicing pending I/O requests in the queue which
improves response time. Also, if the incoming request
accesses the same page in which the GC process is
attending, it can be merged and if it accesses different
page but is of the same type as current request (e.g.
read after read), it can be pipelined. They have shown
that their garbage collection scheme is especially use-
ful for heavily bursty and write-dominant workloads.

Wang et al. [126] propose an I/O scheduler for
Flash-based SSDs which improves performance by
leveraging the parallelism inherent in SSDs. The
scheduler speculatively divides the whole SSD space
into many subregions and associates each subregion
with a dedicated dispatching subqueue. Incoming
requests are placed into a subqueue corresponding
to their accessing addresses. This facilitates simulta-
neous execution of the requests leading to enhanced
parallelism. Their scheduler also sorts the pending
requests in the same subqueue to create sequentiality
and reduce the harmful effect of random writes on
performance and lifetime.

3.6 Programming models and APIs for persistent
memory system design

The non-volatility property of NVMs enables design
of persistent memory systems which can survive
program and system failures [66]. Several techniques
have been proposed to implement and optimize it. We
now discuss a few of them.

Volos et al. [121] present Mnemosyne, an interface
for programming with SCMs. Mnemosyne enables
applications to declare static variables with values that
persist across system restarts. It also allows the appli-
cation to allocate memory from the heap, which is
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backed by persistent memory. The ordering of writes
to persistent memory is controlled by software using
a combination of non-cached write modes, cache line
flush instructions, and memory barriers. Further, it
provides primitives for directly modifying persistent
variables and supports consistent updates through a
lightweight transaction mechanism.

Coburn et al. [32] present NV-heaps, a persistent
object system for providing transactional semantics
and a persistence model. For ensuring application-
consistency, NV-heaps supports the application in
separating volatile and nonvolatile data. As an ex-
ample, applications can ensure that no pointers ex-
ist from persistent memory to DRAM space, and
thus, the consistency of persisted state is ensured
after a reboot. Also, applications can name heaps to
make programming with persistent media easier. Both
Mnemosyne and NV-Heaps help applications differ-
entiate among DRAM, persistent memory (SCM), and
Flash when allocating new pages for their heap or
stack.

Narayanan et al. [89] present a persistence approach
for systems where all the system main memory is
non-volatile. Their approach uses ’flush-on-fail’ which
implies that the transient state held in CPU registers
and cache lines is flushed to the NVM only on a
failure (and not during program execution), using a
small residual energy window provided by the system
power supply. On the restart, the OS and application
states are restored like a transparent checkpoint, thus
all the state is recovered after a failure. Thus, their
approach provides suspend and resume functionality
and also eliminates the runtime overhead of flushing
cache lines on each update.

Zhao et al. [138] present a persistent memory de-
sign that employs a non-volatile last level cache and
non-volatile main memory to construct a persistent
memory hierarchy. In their approach, when an NV
cache line is updated, it represents the newly updated
version while the clean data stored in NV memory
represents the old version. When the dirty NV cache
line is evicted, the old version in NV memory will
be automatically updated. With this multiversioned
persistent memory hierarchy, their approach enables
persistent in-place updates without logging or copy-
on-write. This brings the performance of a system
with persistent support close to that of one without
persistent support. They also develop software inter-
face and architecture extensions to provide atomicity
and consistency support for their persistent memory
design.

Ransford et al. [104] present an approach for sup-
porting execution of long-running tasks on tran-
siently powered computers, such as RFID-scale (radio-
frequency identification) devices which work under
very tight resource constraints. Their technique trans-
forms a program into interruptible computations so
that they can be spread across multiple power lifecy-

cles. Their technique continually monitors the voltage
of the energy source and when it drops below a
threshold, the volatile stage of the program is written
to NVM, where it survives a power loss. At next-boot,
a checkpoint-restoration routine copies the state back
to volatile memory for resuming execution.

Dong et al. [36] propose use of PCM to improve
checkpointing performance. Conventionally, HDD is
used for making checkpoints, however, its low band-
width leads to large overheads in checkpointing. Also,
while DRAM is relatively fast, its high leakage and
volatile nature makes it unsuitable for checkpoint-
ing and while Flash is non-volatile, its low write-
endurance limits the checkpoint frequency. They use
a 3D PCM architecture for checkpointing which pro-
vides high overall I/O bandwidth. Also, for a mas-
sively parallel processing system, they propose a hy-
brid local/global checkpointing mechanism, where in
addition to the global checkpoint, local checkpoints
are also made that periodically backup the state of
each node in their own private memory. The fre-
quency at which local/global checkpoints are made
can be tuned to achieve a balance between perfor-
mance and resiliency, for example, systems with high
transient failures can make frequent local checkpoints
and only few global checkpoints. Also, if on a failure,
local checkpoint itself is lost, the state of the system
can be restored by the global checkpoint.

Condit et al. [33] present a transactional file system
that leverages byte addressability of SCM to reduce
the amount of metadata written during an update
and achieves consistency through shadow updates.
Their file system guarantees that file system writes
will become durable on persistent storage media in
the time it takes to flush the cache and that each
file system operation is performed atomically and in
program order. For ordering updates, they use epoch-
barriers. A cache line is tagged with an epoch number
and the cache hardware is modified to ensure that
memory updates due to write backs always happen
in epoch order.

3.7 System-level redesign of NVM storage and
memory

Accounting for the properties of NVMs at system-
level helps in achieving several optimizations in the
memory system/hierarchy, as shown by the following
techniques.

Jung et al. [52] propose a system architecture,
named Memorage that utilizes the persistent memory
resources of a system (viz. persistent main memory
and persistent storage device) in an integrated man-
ner. It is well-known that due to over-provisioning
of storage resources, its utilization remains small.
To address this, Memorage collapses the traditional
static boundary between main memory and storage
resources and allows main memory to borrow di-
rectly accessible memory resources from the storage
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device to cope with memory shortages. This avoids
the need of swapping the pages. Further, since the
lifetime of storage device is much higher than that
of main memory, the system lifetime is limited by
that of main memory. To address this, Memorage
allows the storage device to donate its free capacity
to the main memory and thus, offers “virtual” over-
provisioning without incurring the cost for physical
over-provisioning. This helps in extending the lifetime
of main memory, at the cost of reduction in lifetime
of the storage.

Balakrishnan et al. [13] present a technique to
improve the reliability of an array of SSDs. Their
technique works on the observation that balancing the
number of writes in SSD arrays can lead to correlated
failures since they may use-up their erasure cycles
at similar rates. Thus, the array can be in a state
where multiple devices have reached the end of their
erasure limits, and thus all of them need to be re-
placed by newer devices. Their technique distributes
parity blocks unevenly across the array. Since the
parity blocks are updated more often than data blocks
due to random access patterns, the devices holding
more parity receive more writes and consequently age
faster. This creates an age differential on drives and
reduces the probability of correlated failures. When an
oldest device is replaced by a new one, their technique
reshuffles the parity distribution.

4 RESEARCH PROJECTS ON COMBIN-
ING OR COMPARING MULTIPLE MEMORY
TECHNOLOGIES

Since each memory technology has its own advan-
tages and disadvantages, several researchers propose
combining multiple technologies to bring together the
best of them, while others present a comparison study
to provide insights into the tradeoffs involved. Table 3
summarizes these techniques. We now discuss a few
of them.

TABLE 3: Classification of techniques utilizing or
comparing multiple memory technologies

Classification References
Use of multiple memory technologies

HDD + SSD [26, 62, 64, 74, 81, 98, 115, 116,
133, 135]

PCM+Flash+HDD [60]
PCM+Flash [112, 117]
DRAM+ PCM or NOR Flash [87]
DRAM+PCM [36, 102]
DRAM+SCM [12, 33]
DRAM+Flash [11]

Comparison of multiple memory technologies
SSD v/s HDD [8, 25, 62, 90, 96, 106]
NVMs v/s DRAM and HDD [19]
PCM v/s HDD [36, 60]
STT-RAM v/s HDD [61]

4.1 Flash+ HDD

Chen et al. [26] present a technique to leverage low
cost of HDD and high speed of SSD to bring the best
of both together. Their technique detects performance-
critical blocks based on workload access patterns and
moves only the most performance-critical blocks in
the SSD. Also, semantically-critical blocks (e.g. file
system metadata) are given priority to stay in SSD for
improving performance. Further, for improving the
performance of write-intensive workloads, incoming
writes are buffered into the low-latency SSD.

Yang et al. [135] present a storage design consisting
of both HDD and SSD which aims to leverage the
best features of both. In their design, SSD stores read-
intensive reference blocks and HDD stores the deltas
between currently accessed blocks and the corre-
sponding reference blocks. They also use an algorithm
that computes deltas upon I/O writes and combines
deltas with reference blocks upon I/O reads to in-
terface the OS. Thus, their approach aims to utilize
fast read performance of SSD and fast sequential write
performance of HDD, while avoiding slow SSD writes
which improves its performance and lifetime.

Soundararajan et al. [116] propose a method to
increase the lifetime of SSDs by using hard disk
drive (HDD) as a persistent write cache for an MLC-
based SSD. Their technique appends all the writes to
a log stored on the HDD and eventually migrates
them to SSD, preferably before subsequent reads.
They observe that HDDs can match the sequential
write bandwidth of mid-range SSDs. Also, typical
workloads contain a significant fraction of block over-
writes and hence, by maintaining a log-structured
HDD, the HDD can be operated at its fast sequential
write mode. At the same time, the write-coalescing
performed by the HDD increases the sequentiality of
the workload as observed by the SSD and also reduces
writes to it, which improves its lifetime.

For virtual memory management, Liu et al. [74]
propose integrating HDD with SSD to overcome the
limited endurance issue of Flash, while also bounding
performance loss incurred due to swapping to fulfill
QoS requirements. Their technique sequentially swaps
a set of pages of virtual memory to the HDD if
they are expected to be read together. Further, based
on the page-access history, their technique creates an
out-of-memory virtual memory page layout which
spans both HDD and SSD. Using this, the random
reads can be served by SSD and the sequential reads
are asynchronously served by the HDD, thus the
total bandwidth of the two devices can be used to
accelerate page swapping, while also avoiding their
individual limitations.

Wu et al. [133] present a technique to leverage both
SSD and HDD to improve performance in a hybrid
storage system. Their technique utilizes both initial
block allocation and migration to reach an equilibrium
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state where the response times of different devices
equalize. Their technique keeps track of the request
response times of different devices (viz. SSD or HDD)
and performs allocation to prefer the faster device
while also achieving workload-balancing on the de-
vices. Also, their technique detects whether a block
is cold/hot and cold data are migrated only in the
background.

Kim et al. [62] present a hybrid HDD-SSD design
that exploits the complementary properties of these
two media to provide high performance and service
differentiation under a given cost budget. Their tech-
nique uses statistical models for performance of SSD
and HDD to make dynamic request partitioning de-
cisions. Since random writes cause fragmentation on
SSD and increase the garbage collection overhead and
latency of SSD, their technique periodically migrates
some pages from SSD to HDD so that portions of
writes can be redirected to the HDD and the ran-
domness can be reduced. They also develop a model
to find the most economical HDD/SSD configuration
for given workloads using Mixed Integer Linear Pro-
gramming (ILP).

4.2 Flash+PCM
Sun et al. [117] propose using PCM as the log region
of the NAND Flash memory storage system. PCM
log region supports in-place updating and avoids the
need of out-of-date log records. Their approach re-
duces both read and erase operations to Flash, which
improve the lifetime, performance and energy effi-
ciency of Flash storage. Due to the byte-addressable
nature of PCM, the performance of read-operations
is also improved. They also propose techniques to
ensure that the PCM log region does not not wear
out before the Flash memory.

4.3 PCM+Flash+HDD
Kim et al. [60] evaluate the potential of PCM in stor-
age hierarchy, considering its cost and performance.
They observe that although based on the material-level
characteristics, write to Flash is slower than that to
PCM, based on system-level characteristics, writes to
a Flash-based SSD can be faster than that of a PCM-
based SSD, due to reasons such as power constraints
etc. Based on this insight, they study two storage use-
cases: tiering and caching. For tiering, they model a
storage system consisting of Flash, HDD, and PCM
to identify the combinations of device types that offer
the best performance within cost constraints. They
observe that PCM can improve the performance of a
tiered storage system and certain combinations (e.g.
30% PCM + 67% Flash + 3% HDD combination)
can provide higher performance per dollar than a
combination without PCM. For caching, they compare
aggregate I/O time and read latency of PCM with that
of Flash. They observe that a combination of Flash

and PCM SSDs can provide better read latency and
aggregate I/O time than a Flash only configuration.

4.4 DRAM+PCM
Qureshi et al. [102] present a hybrid main memory
system where DRAM is used as a “page cache” for
the PCM memory to combine latency advantage of
DRAM with capacity advantage of PCM. They pro-
pose several policies to mitigate write-overhead to
PCM memory and increase its lifetime. On a page
fault, the page fetched from hard disk is written to
DRAM only. This page is written to PCM only when it
is evicted from DRAM and it is marked as dirty. Also,
the writes to a page are tracked at the granularity of
a cache line and only the lines modified in a page are
written back to reduce the effective number of writes
to main memory. Further, to achieve wear-leveling,
the lines in each page are stored in the PCM in a
rotated manner.

4.5 DRAM+SCM
Bailey et al. [12] present a persistent, versioned, key-
value store with a standard get/put interface for
applications. Their approach maintains the permanent
data in SCM and uses DRAM as a thin layer on
top of SCM to address its performance and wear-
out limitations. The threads maintain and manipulate
local, volatile data in DRAM and only committed,
persistent state is written to SCM, thus avoiding the
slow-write bottleneck of SCMs. The byte-addressable
nature of SCM is used for fine-grained transactions
in non-volatile memory, and snapshot isolation is
used for supporting concurrency, consistency, recov-
erability and versioning, for example, on a power-loss
failure, the data previously committed to SCM can be
accessed on resumption and will be in a consistent
state.

Payer et al. [98] present a technique to leverage
both low-cost, high-capacity HDD and high-cost low-
capacity SSD at same level in memory hierarchy. Their
technique allows using either a low-performance SSD
or a high-performance SSD. For the case of a low-
performance SSD, executable files and program li-
braries are moved to the SSD and the remaining
files are moved to HDD; also randomly accessed
files are moved to SSD and the files with mixed- or
contiguous-access pattern are moved to HDD. When a
high-performance SSD is used which has throughput
nearly equal to that of HDD, the most frequently used
files are moved are SSD and the remaining files are
moved to HDD.

4.6 SSD v/s HDD
Narayanan et al. [90] compare the performance, en-
ergy consumption and cost of hard-disks with that
of Flash-based SSDs in year 2009. For a range of
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data-center workloads, they analyze both complete
replacement of disks by SSDs, and use of SSDs as
an intermediate tier between disks and DRAM. They
observe that due to low capacity per dollar of SSDs,
replacing disks by SSDs is not an optimal solution for
their workloads. They find that the capacity/dollar of
SSDs need to be improved by a factor of 3 to 3000 to
make them comparable with disks.

Albrecht et al. [8] performed similar study in year
2013 and found that due to declining price of Flash
along with relatively steady performance of disk, the
break-even point has been shifting and Flash is now
becoming economical for a larger range of workloads.

4.7 NVMs v/s DRAM and HDD
Caulfield et al. [19] compare several memory tech-
nologies, such as DRAM, NVMs and HDD. They
measure the impact of these technologies on I/O-
intensive, database, and memory-intensive applica-
tions which have varying latencies, bandwidth re-
quirements and access patterns. They also study the
effect of different options for connecting memory
technologies to the host system. They observe that
NVMs provide large gains in both application-level
and raw I/O performance. For some applications,
PCM and STT-RAM can provide a magnitude-order
improvement in performance over HDDs.

5 FUTURE CHALLENGES AND CONCLUSION

In an era of data explosion, the storage and processing
demands on memory systems are increasing tremen-
dously. While it is clear that conventional memory
technologies fall far short of the demands of future
computing systems, NVM technologies, as they stand
today, are also unable to meet the performance, energy
efficiency and reliability targets for future systems.
We believe that meeting these challenges will require
effective management of NVMs at multiple layers of
abstraction, ranging from device level to system level.

At device level, for example, 3D design can lead
to denser form factor, smaller footprint and lower
latencies [100]. Also, fabrication of higher capacity
SCM prototypes and their mass production will fuel
further research into them. Although MLC NVM
provides higher density and lower price than SLC
NVM, its endurance is generally two-three orders of
magnitude lower than that of SLC NVM, for example,
the endurance of a 70 nm SLC Flash is around 100K
cycles, that of a 2-bit 2x nm MLC Flash is around 3K
cycles while for 3-bit MCL Flash, this value is only a
few hundred cycles [71]. Since the increasing demand
of memory capacity may necessitate the use of MLC
NVM, effective software-schemes are required for mit-
igating the NVM write overhead. Further, NVMs are
generally considered immune to radiation-induced
soft errors, however, soft errors may appear in NVMs
from stochastic bit-inversions due to thermal noise

[85] or change of value stored in MLC PCM cell over
time due to resistance drift [10]. In near future, along
with performance and energy, researchers need to also
look into issues such as soft-error resilience of NVMs.

At architecture level, synergistic integration of
techniques for write-minimization, wear-leveling and
fault-tolerance will help in achieving magnitude order
improvement in lifetime of NVM memory systems. At
system-level, unification of memory/storage manage-
ment in a single address space via hardware/software
cooperation can further minimize the overheads of the
two-level storage model. Since computing systems of
all sizes and shapes, ranging from milli-watt handheld
systems to megawatt data centers and supercomput-
ers depend on efficient memory systems and present
different constraints and optimization objectives, ac-
counting for their unique features will be extremely
important to design techniques optimized for dif-
ferent platforms and usage scenarios. Finally, these
technologies also need to be highly cost-competitive
to justify their use in commodity market.

In this paper, we presented a survey of techniques
which utilize NVMs for main memory and storage
systems. We also discussed techniques which combine
or compare multiple memory technologies to study
their relative merits and bring the best of them to-
gether. We classified these techniques on several key
parameters to highlight their similarities and differ-
ences and identify major research trends. It is hoped
that this survey will inspire novel ideas for fully
leveraging the potential of NVMs in future computing
systems.
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