A randomized algorithm for a tensor-based
generalization of the singular value
decomposition



Review of tensor algebra

* n-mode (matrix) product of a tensor

n2*n3

nl




Tucker form

X = 9 X1 A(l) X9 A(2) o XN A(N) = IIS 7A(1)7A(2)77A(N)]]

procedure HOSVD(X,R1,R2,...,RN)
forn=1,...,N do
A — R, leading left singular vectors of X (n)
end for
G Xx; AT o A@T ..y ANT
return G, A , A(Q), ey AN)
end procedure




TensorSVD Algorithm

TENSORSVD Algorithm

Data :tensor A € R™M* > k. 1 <k <n;,i=1,....,d.
Result : matrices Uy, € R™*Fi for all i = 1,...,d such that

A~ A x4 U[l],klU[{],kl X2 U[z],kQU[g],kg AZ A U[d],kdU[E],k '

d

fori:=1,...,d do
‘ Compute the top k; left singular vectors of A and denote them by Uy g, ;

end

Error bound:
d

T T
E=.oF — A X1 U[l],kl U[l],kl X2+ Xd U[d],kd U[d],kd -4 Z ”A[l] — (A[i])k,' “F
=1



Approximate tensor SVD

APPROXTENSORSVD Algorithm
Data : tensor A € R™M > ¢; 1 <¢; < H;l:l’j# B3t = 1555058

Result : matrices C;) € R™*¢% for all i =1,...,d such that

A~ A X1 CMC[J{] X9 C[Q]C[—g] Xg v+ X C[d]C[_;].

for:=1,...,d do
Form C'; by calling

e the SELECTCOLUMNSSINGLEPASS algorithm with input Ap; and ¢;, or

e the SELECTCOLUMNSMULTIPASS algorithm with input Ay, ¢;, and ¢ ;

end



Randomized column selection algorithms

* If Ais well approximated by a low-rank matrix, we would like
AR Pspan(C)A-

* Two randomized column selection algorithms
1. SelectColumnsSinglePass algorithm

"Fast Monte Carlo algorithms for matrices |: Approximating matrix multiplication." SIAM Journal
on Computing (2006).

2. SelectColumnsMultiPass algorithm

"Matrix approximation and projective clustering via iterative sampling.” (2005).



SELECTCOLUMNSSINGLEPASS Algorithm

Data : AceR™" ccZtst. 1<c<n.
Result : C € R™%¢ st. CCTA =~ A.
Compute (for some positive 3 < 1) probabilities {p;}"; s.t.

A |2
pi 2 BlAD] /1Al

where A is the i-th column of A as a column vector.
S={}k
fort=1,...,cdo
Pick i, € {1,...,n} with Pr [i; = a| = py;
S =8 U{i};
end

C = Ag;

Theorem 2. Suppose A € R™*", and let C be the m x ¢ matrix constructed by sampling c

columns of A with the SELECTCOLUMNSSINGLEPASS algorithm. Ifn =1 + \/ (8/B8)log(1/6) for
any 0 < § < 1, then, with probability at least 1 — §,

IA—CCTA|% < ||A — Al + €l A3,
if c > 4n*k/(Be?).




SELECTCOLUMNSMULTIPASS Algorithm

Data : AeR™" ceZtst. 1<c<n,teZ.
Result : C € R™*¢ st. COTA ~ A.

S=A}
for/=1,...,tdo
if / ==1 then
| B = A;
else
’ E)=A— AgAgA;
end

Compute (for some positive 5 < 1) probabilities {p;}I"; s.t.
12
2
pi 2 B|EC| /1B

where Eéz) is the i-th column of E, as a column vector.
fort=1,...,cdo

Pick i, € {1,...,n} with Pr[i; = o] = pa;

g =51 {’it};
end

end
C = Ag;




Error bound

Theorem 3. Suppose A € R™™" and let C be the m x tc matrix constructed by sampling c
columns of A in each of t rounds with the SELECTCOLUMNSMULTIPASS algorithm. If n = 1 +

\/(8/,3) log(1/8) for any 0 < & < 1, then, with probability at least 1 — t4,

1
|4 — CCTAlIE < 7114 — Acllg + €'l Allg,

if ¢ > 4n*k/(Be?) columns are picked in each of the t rounds.

* Proof
Let C! = A5, we have with probability at least 1 -4

1
|A = CHCDT AR < 7114 = Al + €l Allg

Let (S1, ..., S;—1) denote the set of columns picked in the first t-1 rounds.

Let Ct_l = A(Sl ..... Sr—1)



Proof continue

Assume that by choosing ¢ > 4n°k/(Be?) from the first t-1 rounds we have

o 1 _
|4 = CHCTH AR < 114 = Acllz + €I AllR

Holds with probability as least 1 — (r — 1)5.

Define E, = A — '~ 1(c'~1)* A and let Z be a matrix that are included
in the sample E; . Then with probability at least 1 —

|E; — ZZTE |3 < I|E: — (Eillz + €l E; |1

+ 2 £ 2 Lt A2
—>E;— ZZTE/ g < IE, — (Eillg + :IIA — Arllg + € | Allg
Holds with probability at least 1 —¢§.



Proof continue

Since E, —ZZTE, = A—C'(C"TA and

lE: — (EDellg = 1 = C"HC"H DA — (1 = C"HC"HH AlE
< =CHC"HDHA - T - Cc"HCTHN Al
< =C"HC"H A - AV E
< A — Axllg.

Thus, we probability at least 1 — 16

1
|A = CCTAIR < 7114 — Al + €'l AllR



Error bound of ApproxTensorSVD

Theorem 1. Let o/ € R"'*>*" pe a d-mode tensor, let B € (0,1], and let n =1+

\/(8/,8) log(1/d), for any 0 < < 1. Let matrices Cy,1 € {1,...,d}, be computed by the
APPROXTENSORSVD algorithm (Algorithm 1).

* If the columns are chosen with the SelectColumnsSinglePass algorithm,
then with probability at least 1 —ds

|-t — o x1 CyCly %2 ... xa Cla1Cipllr < ) A — (A lIE + dell o |Ig,

=]
ifc; > 4n’k; /(Be?) foralli =1, ... ,d. ’

* If the columns are chosen with the SelectColumnsMultiPass algorithm,
then with probability at least 1 —ds

d
1
|t — o x1 CyCryy X2 -+ - Xa Ca1CriyllE < P > 1 Api — (A lIr + de | ||
i=1

if ¢; > 4n°k; /(B€?) for every one of the t rounds and foralli =1, ...,d.



Proof

e Define .o/ = .7 X 1 C[1]C[JT] X9 v X C[d]C[}L{]
Let &, =6 =« - .7 and [I; = ¢;C;;, we have
1 Eallg = | — o xq g+ .o xq g —of x1 i x5 - xq Oyl

<Nt —oF xg Hgllp+ 1(L — of x1 I} X2 xg_1 Hy_1) xq gl
<\ — o xgUgllp+ | — & x1 1 X xg—1 Hg—1]||F,

Let &, = o — o/ x| I} x2--- xq_1 14—, in the same manner
1Ea1llE < Nl — o xqoy Hg_i g+ |4 — o x1 I} X3 - xg—2 Hg_s|F

Finally, we have
d

1€1lF < Y o — o x; Il
=




Restricting the approximation to matrices

~~/

A=CCT"AR"R = CUR

* If the columns and rows are chosen with the SelectColumnsSinglePass
algorithm then, with probability at least 1 — 2§

IA—CCTARVR|r < 2||A — Al +2€l|Allg ifc, r > 4n’k/(Be?).

e If the columns and rows are chosen with the SelectColumnsMultiPass
algorithm then, with probability at least 1 — 245

I + 2 t
IA = CCTARTR[[F < :IIA — Aillr + 2€" | Allp
if c,r > 4n°k/(Be?) in each of the t passes.



