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Images of handwritten digits

MNIST Dataset
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Fig. 1. Typical images from the training set

▪ Each image: 28 × 28 (=784) pixels

▪ Each pixel: [0 (dark), 1 (bright)]

▪ Training Set: 60,000 images, 
784*60,000 matrix

▪ Validation Set: 10,000 images, 
784*10,000 matrix
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Two-layer Perceptron
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 Activation function for a single unit, 𝑖: sigmoid function

𝑓 𝑧𝑖 =
1

1+𝑒−𝑧𝑖
, where 𝑧𝑖 is the actual input 𝑧𝑖 = σ𝑘=0

𝐷 𝑤𝑖𝑘𝑥𝑘

 Error measure: Sum-of-squared error function
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Fig. 2. Typical images from the training set

kth entry of the nth

output value

Fig. 3. The logistic sigmoid function

A unit is labeled 
with its output

Additional unit 
𝑥0 = 1 to include 
the bias as weight
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Two-layer Perceptron
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 Training approach: Stochastic training
▪ Randomly choose an input value and propagate it through the network
▪ Update the weights based on the error 𝐸𝑛 𝑤

 Optimization algorithm: Gradient descent

𝑤 𝑡 + 1 = 𝑤 𝑡 + ∆𝑤 𝑡 , where t is the 𝑡𝑡ℎ iteration

∆𝑤 𝑡 = −𝛾
𝜕𝐸𝑛

𝜕𝑤[𝑡]
, where 𝛾 is called learning rate

 Gradient evaluation: Error Backpropagation

𝜕𝐸𝑛

𝜕𝑤
𝑖𝑗
(𝑙+1) = 𝛿𝑖

(𝑙+1)
𝑦𝑗
𝑙, where error 𝛿𝑖

(𝑙)
≔

𝜕𝐸𝑛

𝜕𝑧
𝑖
(𝑙)

𝛿𝑖
(𝑙)

= 𝑓′(𝑧𝑖
(𝑙)
) σ𝑘=1

𝑚(𝑙+1)
𝑤𝑖𝑘
(𝑙+1)

𝛿𝑘
(𝑙+1)

𝛿𝑖
(𝐿+1)

= 𝑦𝑖 𝑥𝑛, 𝑤 − 𝑡𝑛𝑖

𝑓 𝑧𝑖 → Sigmoid
𝐸𝑛 → Sum-of-squared

Errors for output units:

Fig. 4. Error Backpropagation
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Parameter Tuning
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 Parameters:
▪ Number of hidden units, m
▪ Learning rate, 𝜸
▪ Batch Size: the number of randomly selected input values for each training iteration
▪ Epoch: the number of training iterations

▪ Want fast learning but avoid oscillation

Fig. 5. Error during training for different 
numbers of hidden units. The batch size is 100.

Fig. 6. Error during training for different 
learning rates. The batch size is 100.

▪ Want sufficient large network but avoid 
overfitting
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Tuning Results
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Fig. 7. The dependence of the number of 
hidden units  on the accuracy.  The perceptron 
was trained with a batch size of 100 randomly 
chosen images iterated 500 times.

Fig. 8. The impact of increasing the number of 
epochs.  The number of hidden units  is 100 
and the learning rate is 0.5.

▪ The accuracy increases with rising 
training set.

 Accuracy on validation set

▪ Smaller learning rate for larger 
number of hidden units, but worse 
results for fewer hidden units
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Dataset Filtering
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 Motivations for filtering the input dataset
▪ Achieve more efficient training
▪ Avoid the curse of dimensionality
▪ Avoid overfitting

 Filtering approaches
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Filtering Results
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Original Mean Median 2nd Max 3rd Max

1st iteration

2nd iteration
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Filtering Results
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Only included training and 
testing time

Each point is the average 
value of 5 executions

Fig. 9. The effects of different filter methods and 
Kernels on execution time and accuracy. The 
perceptron was trained with 100 hidden layers, 0.1 
learning rate, 100 batch size and 500 epochs.
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Conclusion
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The two-layer perceptron can be optimized by tuning 
the number of hidden units, learning rate, batch size 
and epochs. 

Efficiency and accuracy of the perceptron can be 
further improved by applying data filtering with 
proper kernels

Future work includes trying other data filtering 
techniques and kernels
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Thank you!


